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3 Brownian motion: Markov property and quadratic vari-
ation

If not specified, (By);>0 denotes a standard Brownian motion and (F;);>¢ its natural filtration.
In addition, (S;);>0 is the process defined as

Sy = sup B, ,t>0. (14)
s€0,t]

Exercise 3.1. Let 7, = inf{t > 0 : B; = a} for any a € R.

(1) Show that 7, < oo almost surely.

(2) Show that for any ¢ > 0, the process (7,)acr, has the same distribution as (C_QTca)aeR+.

Exercise 3.2 (Reflection principle). Let (By);>0 be a standard Brownian motion and define

Sy = sup B, t>0.
s€0,t]

In addition, define 7, = inf{t > 0 : B; = a} for any a € R.
(1) Show that 7, < oo almost surely.

Let a>0and b<agand ¢ > 0.

(2) Show that }
IP’(StZa,BtSb):P(TGSt,Bt,TESb—a), (15)

where Bt = Bt+7'a - B-,-a.

(3) Show that (B;)¢>o is BM independent of 7,.

(4) Deduce that P(r, <t, B;_,, <b—a)=P(r, <t, —B;_,, <b—a).

(5) Deduce that

(6) Deduce that P(S; > a) = 2P(B; > a) and therefore the random variables Sy and |B;| have the

same distribution.

(7) Deduce that the random vector (S;, By) admits a joint density fs, g, with respect to Lebesgue
measure on R, x R, given by

a— a— b2
fs,.8,(a,b) = 2Qb)@(p(_@b)

1y, al -
\/W 2 ) {a>0, b<a}

(8) Compute P(S; > a) and show that the density with respect to the Lebesgue measure of 7, is
given by

fru(t) = — o 1g- (1) (17)
- = ex «(t) .
T Vo TP\ T )
Exercise 3.3. Define
T>1,0 :=inf{t >1: B, =0}, Osup,1 :=sup{t <1: B, =0}.



(1) Is the random variable 7>1 9 a (F%)¢>o-stopping time?

(2) Compute the law of 7>1,0 and the law of ogp 1 (hint: use the Markov property and the known
formula for the law of 7, z € R).

(3) Is the random variable ogup 1 & (F3)i>o-stopping time?
Exercise 3.4. Let
71:=inf{t >0: B, =1}, T:=inf{t > 1 : B, =0} .

(1) Is 7 a stopping time?
(2) Compute the law of 7.

Exercise 3.5. (1) Analyze the convergence in distribution as ¢ — +oo of the process (X¢)i>0

defined as
_ log(1+ B?)

X
¢ logt
(2) What can be said about its convergence in probability?

(3) And its convergence almost sure?

Exercise 3.6. (1) Let 0 < a < b < ¢ < d. Show that almost surely,

sup By # sup By .
t€la,b] t€le,d]

(2) Deduce that almost surely every local maximum of (By);>¢ is a strict local maximum.

Exercise 3.7. (1) Let f : [0,1] — R be a continuous function and define for A > 0, ¥(\) =
A llog fol MM dt. Show that

lim A) =su . 18
Jim v = sup (18)

(2) Define Z; = (f(;5 eBSds)l/\/E for any ¢t > 0. Using the scaling property of Brownian motion,

deduce that (Z;);>¢ converges in distribution to elBl,

Exercise 3.8. Let a > 0 and define 7, := inf{¢ > 0: B; = a}. Recall that

a2
}P’(Tagt)gexp<—2t> , t>0.

Show that if G is a standard Gaussian random variable, then

P(G>x) < e*"’”2/2, x>0.

N |

Exercise 3.9. Show that S; — S; has the same distribution as max{|G| — |G|, 0}, where G and
G are independent standard Gaussian random variables.

Exercise 3.10. Show, without using time inversion, but using the law of large numbers and the
reflection principle, that B/t — 0 almost surely as t — co.

Exercise 3.11. Show that, almost surely [ sin?(B;) dt = oo,
Exercise 3.12. (1) Show that there exists ¢ > 0 such that for all ¢t > 1,

P( sup |Bs| < 2) >e .

s€0,t]



(2) Show that there exists ¢ > 0 such that for all € € (0,1],

Pl sup |Bs|<e| > e~/
s€[0,1]

(3) Show that for all ¢ > 0 and all > 0,

P| sup |Bs| >z ] >0.
s€10,t]

Exercise 3.13 (Law of the Iterated Logarithm). Define for any ¢ > 0,h(t) := /2t loglogt.

(1) Let € > 0 and define ¢, := (1+¢)". Show that >, P(S,,, > (14 ¢€)h(t,)) < +oc and deduce
that

Sy
li —— <1 as.
1£ILS£ph(t)7 a.s

(2) Show that almost surely lim sup,_, . sup,ejo,q |Bs|/h(t) <1
(3) Let 6 > 1 and define s, := ™. Show that for every a € (0,1 —6-1],

ZP(BSn — B, , > ah(sy)) =+
(4) Deduce that almost surely limsup,_, . % >«
(5) Show that almost surely limsup,_, % =1.

(6) Let X! = |Bi|, X7 = S; and X} = sup,c( 4 |Bs|- What can be said about

Xi
li =t i =1,2,3
im sup 0k 1=1,2,

7) What can be said about liminf, ,~ 2% and lim sup;
h(t) 10

By ?
v/ 2t loglog(1/t)



