» M2DS: MCMC and Variational Inference

1 Cours 1: Markov chains, transition kernel,

invariant probability measure

(1) Transition kernel, definitions

” MULTIPLE CHOICE H [marked out of 2] [penalty 1 ] [Multiple answers allowed] [Shufﬂe]

Recall that uP(A) = [ p(dz)P(x,dy)14(y) and Ph(z) = [ P(z,dy)h(y).
Let P a Markov kernel and let p a probability measure on (X, X'). Let
(Xn)nen be a Markov chain with transition kernel P.

Which of the following answers are true?
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A P?*(x, A) is the law of X, given that Xy = z. (20%)

pP2(A) = [+ [ p(dxo) Pz, dzy) P21, dza)1a(21) (—20%)
pP*(A) = [+ [ p(dao)P(zg, dzy ) Pz, das)1a(x2) (20%)

pP? is the law of X3 given that Xy ~ p. (20%)

E[1(Xn12)| Xna] = P?h(Xy) (20%)

E[(X,) [ X 1] = PR(X.) (—20%)

]P)(Xn-i-l € A|Xn) = P(Xn—i-laA) (_20%>

If 7 is invariant for P and Xy ~ 7, then the conditional law of X,
given X is m. (—20%)

If 7 is invariant for P and X, ~ m, then the conditional law of X,
given Xy is m. (20%)

(2) Expression of a transition kernel

” MULTIPLE CHOICE H [marked out of 2] [penalty 1] [l\dultiple answers allowed] Shuffle

Let (X%) be the Markov chain defined by the transition: given Xj 1,
we draw independently €, ~ N(0,1) and a Bernoulli random variable
Zy, with success probability a. Then,

o If 7, =0, we set X =2X_1+ €
o If 7, =1, weset X, = —X_1+ 2¢

Denote by P the Markov kernel associated to (Xj). Let ¢(z) = ¢
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be the density of a standard normal distribution.

Which of the following answers are true?
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E[h(X)|Xs 1 = 2] = a / h(22-+€)p(e)det-(1—a) / h(—a+2€)6(e)de

(—50%)
b.

E[h(Xp)| X1 = 2] = (1—a)/h(2x+e)gb(e)de+a/h(—x+26)¢(e)de

(50%)

E[h(Xg)| Xk—1 = 2] = (l—a)/gb(?x—{—e)h(e)de—l—a/¢(—a:—|—2e)h(e)de

(—50%)
d. P(z,dy) = [(1 — @)¢(y — 2z) + §6((y + =) /2)] dy (50%)
e. P(z,dy) =1[(1—-a)o(y —2x) + 2a¢(y + x)] dy (—50%)

(3) Expression of a transition kernel with degeneracy

” MULTIPLE CHOICE H [marked out of 2] [penalty 1] [Multiple answers allowed] Shuffle

Let (X}) be the Markov chain defined by the transition: given Xj_q,
we draw independently €, ~ N(0,1) and a Bernoulli random variable
7. with success probability a. Then,

o If 7, =0, we set X =2X,_1
o If 7, =1, weset X = —Xp_1+ 2¢;
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Denote by P the Markov kernel associated to (Xj). Let ¢(x) = ¢
be the density of a standard normal distribution.

Which of the following answers are true?

E[h(Xp)| Xk—1 = 2] = (1 — a)h(22) + a/h(—x + 2¢)¢(e)de

(50%)



E[h(Xy)| X1 = z] = ah(22) + (1 — «) / h(—z + 2¢)p(e)de

(—50%)
c. P(z,dy) = (1 — a)ds,(dy) + 2o(2F=)dy (50%)
d. P(z,dy) = [(1 — a)1{y # 2z} + 2a¢(y + x)] dy (-50%)

Total of marks: 6



