Chapter 3
Exercices Week 3

Definition 3.1 We define the hitting time and the return to a set A as:

Ta = inf{k
oa = inf{k

OZXkEA}
IIXkEA}

\VAR%

Similarly we define the n-th successive return times as
of =int{k >0y xecA} , of=0.

3.1. Let 7 and o be two stopping times with respect to the canonical filtration (ﬁ,,)nzo. Show that

1. forany n,m € N, 6,,' (%) = 6 (X, - - -, Xsm)

2. Define the random variable
_ —|—’L'009Tl if 7] < oo
"] o otherwise .

Show that o is a stopping time and on {7] < e} N {7y < oo},
X7, 007 =65 . 3.1
LetAC 2.
3. Show that {G&")}n is a sequence of stopping times verifying for any n:

op=14+7700, 3.2)

oy =op Vo o6 oy n>1. (33)
A

3.2. Let C C 2. Show that

1. If for any x € C, Py(0c < o) = 1, then for any n > 1 and for any x € C, IP’X(G((:'Z) <oo)=1.

2. If for any x € C¢, P,(0¢ < =) = 1, then for any n > 1 and for any x € X, IP’X(G((:'Z) <o) =1.
Definition 3.2 For any set C € 2, denote by Z¢ the subset of 2~ defined as
2e={ANC: A€ X} . (3.4)

It is easily seen that Z¢ is a o-field, often called the trace o-field on C or the induced o-field on C.
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Definition 3.3 (Induced kernel) For all C € 2, the induced kernel Qc on C x Z¢ is defined by
Oc(x,B) =Py(Xs. € B, 0c <), xeC,Be Zc. 3.5)

3.3. Let P be a Markov kernel on X x 2" and C € Z". Assume that P,(6¢ < o) = 1 for all x € C. Then,
forallxeCandn €N, IF’X(O'é") <o) =1.Wesetforalln €N,

Xn =X & 1 + Xy 3.6)
Sc

o_én) <} 1 {Gg;) o}
where x, is an arbitrary element of C.

(i) Show that, for all x € C, the process {X,;, n € N} is under P, a Markov chain on C with kernel Q¢
(see Definition 3.2).

(i) Let A C C and denote by 6,4 the return time to the set A of the chain {X,,} Show that, for all x € C,
Ex[o4] < E«[6a] supyecEy[oc].

3.4 (Maximum principle). Let P be a Markov kernel on X x .2". Show that for allx € X and A € 2,

U(x,A) <P, (14 < o0)supU(y,A) .
YEA

3.5. Show that for every A € 27, the function x — P (N4 = o0) is harmonic.
3.6. Let P be a Markov kernel on X x 2. LetA € 2.
(i) Assume that there exists 6 € [0,1) such that sup,c4Py(04 < o) < 8. Show that for all p € N¥,

SUP, 4 Px(cf(‘p) < 00) < 87 and sup,.x ]P’X(qu) < o) < §P~1. Moreover,

supU(x,A) < (1-8)"". (3.7)

xeX

(ii) Assume that P (04 < ) = 1 for all x € A. Show that for all p € N*, infcs ]P’x(c/gp) <o) =1.
Moreover, inf,eq Py (Ngy = 00) = 1 for all x € A.

Given A € 2", we define, forn > 1 and B € 2,
AP(x,B) =Px(X, € B, n< 0y). (3.8)

Thus }P(x,B) is the probability that the chain goes from x to B in n steps without visiting the set A. It is
called the n-step taboo probability. Note that ;P = P and P = (Plsc)"~' P where Iy is the kernel defined

by I /() = 1,(x)f(x) for any f € F(X)
3.7. 1. Show the first-entrance decomposition
n—1 . )
P"f(x) = APf(x)+ Y AP(1, x P" 7 f)(x) . (3.9)
j=1
2. Show the last exit decomposition
n—1 .
P'f(x) = {Pf(x)+ Y P/(1,x "41Pf)(x). (3.10)
j=1

3.8. Let P be a Markov kernel on X x 2. LetA € 2.
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1. Show that the following conditions are equivalent.

(i) A is accessible.

(ii) For every x € X, there exists an integer n > 1 such that P"(x,A) > 0.

(iii) Forevery u € M, (2"), there exists an integer n > 1 such that uP"(A) > 0.
(iv) For every x € A¢, Py(04 < o0) > 0.

2. Show that, if A is accessible, for all a € M| (N) with a(k) > 0 for k > 1, K,(x,A) > 0 for all x € X.
3. Show that if there exists a € M} (N) such that K,(x,A) > 0 for all x € X, then A is accessible.

Definition 3.4 (Domain of attraction of a set, attractive set) Ler P be a Markov chain on X x 2. The
domain of attraction C+ of a non empty set C € 2 is the set of states x € X from which the Markov chain
returns to C with probability one:

Co={xeX: Pyoc<o)=1}. G.11)

(i) If C C Cy, then the set C is said to be Harris recurrent.
(ii) If C+ = X, then the set C is said to be attractive.

If the domain of attraction C; of C contains C, then it may happen that Cx & X. Nevertheless, as shown
below, the set C; is absorbing.

3.9. Let P be a Markov kernel on X x 2. Let C € 2" be a non-empty set such that C C C,.. Show that
the set C; is absorbing.



