Simple Linear Regression: exercises

Exercice 1 (Estimation) By minimising
n
S(B1,B2) = Y (wi — B — Bawi).
i=1
Find the expression of Bl and Bg.
Exercice 2 (Bias) Considering the model

Y = 51+ Paxi + &5

and under the assumption Hy : E(g;) = 0, fori=1,--- ,n and Cov(g;,e;) = §;;02, evaluate
the bias of B2 and B1.

Exercice 3 (Variance) Considering the model
Yi =P+ Bawi + &

and under the assumption Ha : E(g;) =0, fori=1,--- ,n and Cov(e;,ej) = §;;0°, evaluate
the variance of By and By.

Exercice 4 (Covariance) Considering the model
Y, = B+ Box; + &

and under the assumption Hy : E(g;) = 0, fori=1,--- ,n and Cov(g;,&;) = §;;02, evaluate
the covariance of B2 and 1.

Exercice 5 (Sum of residuals) Show that in a simple linear regression model the sum
of the residuals is zero.



