Chapter 2
Exercices Sheet 2

For any set C € 27, denote by Z¢ the subset of 2~ defined as
Ze={ANC: A Z}. 2.1

It is easily seen that Z¢ is a o-field, often called the trace o-field on C or the induced o-field on C.

Definition 2.1 (Induced kernel) For all C € %, the induced kernel Qc on C x Z¢ is defined by
Qc(x,B) =P\(X5. € B, 0¢c < ), xeC,Be Zc. 2.2)

2.1. Let P be a Markov kernel on X x 2" and C € Z". Assume that P,(0¢ < o) = 1 for all x € C. Then,
forallxeCandn €N, IP’X(O'én) <oo)=1.Wesetforalln €N,
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where x, is an arbitrary element of C.

(i) Show that, for all x € C, the process {X,,, n € N} is under P, a Markov chain on C with kernel Q¢

(see Definition [2.1)).
(ii) Let A C C and denote by 6, the return time to the set A of the chain {X,,}. Show that, for all x € C,

E[04] < Ey[64] sup,cc Ey [oc].

2.2 (Maximum principle). Let P be a Markov kernel on X x 2. Show that for all x € Xand A € 2,

U(va) < ]P))C(TA < °°) SupU(yaA) .
yEA

2.3. Show that for every A € 2, the function x — P (N4 = o) is harmonic.

2.4. Let P be a Markov kernelon X x 2. LetA € 2.

(i) Assume that there exists 6 € [0,1) such that sup, 4 P,(04 < o0) < 8. Show that for all p € N*,
SUPyca Px(dfgp) < o0) < 67 and sup,.x IF’X(G/Y7> < o) < §P~1. Moreover,

supU(x,A) < (1-8)7". (2.4)

xeX

(ii) Assume that Py (04 < o) =1 for all x € A. Show that for all p € N*, infycs Px(o;gp) <o) =1,
Moreover, infyeq Py(Ny = o0) = 1 for all x € A.
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Given A € 27, we define, forn > 1and B€ 2,
AP(x,B) =Py(X, €B,n<o0y). (2.5)

Thus }P(x,B) is the probability that the chain goes from x to B in n steps without visiting the set A. It is
called the n-step taboo probability. Note that AP =Pand }P = (PI4c)"~' P where I, is the kernel defined

by Iaf(x) = 1, (x)f(x) for any f € F (X)
2.5. 1. Show the first-entrance decomposition

n—1

P'f(x) =2PF(x)+ Y {P(1y x P f)(x). (2.6)

Jj=1
2. Show the last exit decomposition

n—1

P'f(x) =4Pf(x)+ Y PI(1, x "Pf)(x). (2.7)
=1

J
2.6. Let P be a Markov kernel on X x 2. LetA € 2.
1. Show that the following conditions are equivalent.

(1) A is accessible.

(ii) For every x € X, there exists an integer n > 1 such that P"(x,A) > 0.

(iii) For every u € M (2), there exists an integer n > 1 such that uP"(A) > 0.
(iv) For every x € A°, Py(04 < o0) > 0.

2. Show that, if A is accessible, for all a € M (N) with a(k) > 0 for k > 1, K,(x,A) > 0 for all x € X.
3. Show that if there exists a € M} (N) such that K,(x,A) > 0 for all x € X, then A is accessible.

Definition 2.2 (Domain of attraction of a set, attractive set) Let P be a Markov chain on X x 2 . The
domain of attraction C. of a non empty set C € 2 is the set of states x € X from which the Markov chain
returns to C with probability one:

Cp={xeX:Pyoc<w)=1}. 2.8)

(i) If C C Cy, then the set C is said to be Harris recurrent.
(ii) If C+ = X, then the set C is said to be attractive.

If the domain of attraction C.;. of C contains C, then it may happen that C;. & X. Nevertheless, as shown
below, the set C_. is absorbing.

2.7. Let P be a Markov kernel on X x 2. Let C € 2 be a non-empty set such that C C C;. Show that
the set C; is absorbing.
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Solutions to exercises

21 (i) LetxeC. Since ]P’x(cé") < o) =1forall x € C and n € N, the strong Markov property applied
to the Markov chain {X,} yields, for any B € 2,

]P)X <Xn+1 €B ’ ycén)> = ]PX (Xo_((:,pr]) eB ’ ygéﬂ)) = ]P)x (XO'C O ecén) eB ‘ yo_é‘n))

=Py ) (XGC S B) = Qc(Xn,B) .
°c

(ii) Since A C C, we have o = 6., Thus,

Gs—1 o0 oo
n+1 n n+1 n
or= Y Ao oy = Aol — 0 oy = L 0c08 ey
n=0 n=0 n=0

Let x € C. Note that {n < 63} = ""_ | {X ) ¢ A} € .Z ) and applying again ??, we have ]P’x(cén) <oo) =
1. We then obtain by the strong Markov property,

oo

Ex[GA] = Z EX[O'C o 90_6(37) 1 {I’l < 6-A}]
n=0

o

= Z Ex[]l {n< 6A}EX ) [Gc]] < EX[(FA] supEy[Gc] .
n=0 oc yeC

2.2 By the strong Markov property, we get

U(x,A) =E, =F,

Y 1,(,)
n=0

i ]lA(Xn)]l {TA < w}]

n=Ty

|
s

Ex[14(Xn086z,)1 {14 < oo}]

i
o

|
gk

E. [1{14 < o} Bx,, [14(X%,)]| < Pi(ta <o) SupU (3, 4) .

i
[}

2.3 Define h(x) = Py(Ny = o). Then Ph(x) = E,[h(X1)] = Es[Px, (Na = o0)] and applying the Markov
property, we obtain

Ph(x) = B[P, (N0 8 = 00| F1)] = Po(Ny 0 8 = 00) = Py(Ny = ) = h(x) .

24 () ForpeN, Glgp = Igp ) + 040 96(,,) on {Glgp ) < oo}, Applying the strong Markov property
A
yields

IP)X<O-I§17+1) < 00) — IEDX (G,gp) < oo, GAOQGEP) < 00>

=E, {1 {c/y’) < oo} Py (04 < oo)} < 8P(cl) < ).

A

By induction, we obtain ]P’x(qu) < o0) < 87 for every p € N* and x € A. Thus, for x € A,
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Ux,A) = EdNa] < 1+ Y Po(0) <o) < (1-8)7".
p=1

Since by ?? for all x € X, U(x,A) < sup,c, U(y,A), (Z4) follows.
(i) By ??, Px(o;gn) < oo) =1 forevery n € N and x € A. Then,

Py(Ny = ) = Py <ﬁ{q§") < oo}) =1.
n=1

2.5 1. Using the Markov property,

n—1

P f(x) = Ex[f(Xa)] = Ex[1{n < o2} f(Xa)] + ) Ex[1{0a = j}f(Xa)]

=1

3
|
—_

= APf(x)+ ) Ex [1{on = j}Ex;[f (Xs)]]

3 o~
Il

—_ =

= APF()+ X Ed[1{0n > j}1,(X)P" (X))

3 o~
Il

—_ -

=1PF(x)+ Y IP(1, x P f)(x) . (2.9)

~.
Il
=

2. The last exit decomposition is established analogously.
P f(x) = Ex[f (X))
n—1

= Ex[l{ngcA}f(Xn)] + Z Ex[]l{xj € A7Xj+l @é A, X @é A}f(Xn)]
=1

|
—_

n

= APf(x)+ ) Ex[ly(XH)Ex; [I{X) € A,.... X j1 ¢ AL (Xa)]]

3 T
|
- =

= APf(x) + X Eu[14 (X)) " APS(X))]

T

—_ =

=P+ Y P/, x "IPf)(x). (2.10)
J

Il
-

2.6 The assertion = [@]is the only non trivial one. It means that if A can be reached from A¢, then it
can be reached from A. Indeed, starting from A, either the chain remains in A, or it leaves A and then can
reach it again. Formally, applying the Markov property yields

Py(og <o) =Py(X] € A)+Py(X) €EA°,04060 < o0)
=P (X; €A)+E,[Lac (X, )le (04 < )] .

For each x € X, either P,(X; € A) > 0 or Py(X; € A) = 0. In the latter case, it then holds that P,(c4 <

00) = B [T4e (X1)Px, (04 < )] > 0 if[(iv)|holds. Thus [(iv)] = [0}
2.7 Letx € Cy. Then,
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OZPX(GC:OO) (X1€CC7O'CC>9=°°)

> Py
>P(X) €CS, 0000 =) = Eylex (X1)Py, (0c = )] .

Since Py(o¢ = ) > 0 for y € C4, this yields P(x,C$) =P«(X; € C{) =0.
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