Simple Linear Regression: exercises

Exercice 1 (Estimation) By minimising

n

S(B1,B2) = Y (yi — B — Bawi)”.

i=1
Find the expression of Bl and Bg.

Calculate the derivatives according to 87 and (32, we get

9S (B, ) & _
87512 = -2 ;(yi — f1 — Pax;) =0,
S/, 3 & S

(gﬁl;&) -2 ;%‘(% — (1 — Pax;) = 0.

The first equation yields
n n
Bm-l-Bzzivi = Zyi
i=1 i=1
and we have the estimator for the intercept
B =1 — poz, (1)

where Z = >""" | x;/n. The second equation yields
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B1 E x; + B2 E xy = E ;Y.
Py i1 i=1

Replacing B by its expression we can rewrite it as
By = 2TYi — DTy
Yoai - miE
Making use of the fact that the sum ) (x; — Z) is zero, we can rewrite the expression for
the gradient of the straight line as

By = 2=y _ 2@ Di—g) _ 2w )y @)
Yowi(wi—2)  Y(wi—2)(wi—z) (v —2)?
To obtain this result, we assume that there are at least two points with different x axis
coordinates.




Exercice 2 (Bias) Considering the model
Yi =P+ Bawi + &

and under the assumption Ha : E(g;) =0, fori=1,--- ,n and Cov(e;,&;) = 8;;02, evaluate
the bias of B2 and By.

Replace y; by 81 + Bax; + €; and get

By, — (i =2y Py (wi —T)+ Pad xi(xi — %) + Y (i — T)e;
LT X2 > (s — 2)2
_ > (@i —Z)e;
= [Bo+ S (-2
The last term is 0 by construction.
Now E(81) = E(y) — zE(B2) = B1 + 282 — T2 = 1.

Exercice 3 (Variance) Considering the model
Y = p1 + Bowi + €

and under the assumption Ha : E(g;) =0, fori=1,--- ,n and Cov(e;,&;) = ;502 evaluate
the variance of Bo and Bi.

Start with V(32) since the only random variable is & we have

V(B = V<5+ZZ((9;—_$))2>

_ 2@ — e\ _ V(i (zi — 2)e)
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Since Cov(e;, ;) = ;:02 we have
RSy i

Now

V(B) = V(5= 5er) =V (@) + V(@) - 2Cov(y, for)
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Since

Cov(y, B2) = %COV (Z (B1 + Bozi + &), x—_
J
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We get
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Exercice 4 (Covariance) Considering the model
Yi = f1+ Pawi + &

and under the assumption Ho : E(e;) =0, fori=1,--- ,n and Cov(e;, e;) = 51‘]‘02, evaluate
the covariance of Bo and [i.

We have
o3z

>z — 1)

Exercice 5 (Sum of residuals) Show that in a simple linear regression model the sum
of the residuals is zero.

COV(BI7B2) = Cov(y - Boi, Ba) = COV(Z%Bz) - fv(@) =-

Just write

Zéi =Y Wi— g+ 5z —Pow) =) (4i—9) — Py (i —7)=0.
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