
MCMC Exam. Answers

23 October

1. Let h : R Ñ R be a bounded, measurable function and A P BpRq.
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2. We always have that X1 ě X0. Thus, the condition is b2 ă a1.

3. No, it is not. Because for I1, I2 as in the previous answer we will always have PνpX0 P I2, X1 P

I1q ą 0 and PνpX0 P I1, X1 P I2q “ 0.

4. By law of large numbers Xk
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i“1 |ηi|

k Ñ Er|η1|s. Therefore, Xk Ñ `8.

5. P px, p1, y, p2q “ αpx, yqQpx, dyqδp1
pp2q ` p1 ´ ᾱpxqqδxpdyqδ´p1
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πpyq

πpxq
^ 1

and ᾱpxq “
ş

yPR αpx, yqQpx, dyq and Q the kernel from question 1.

6. S is the kernel of Metropolis-Hastings with proposal Yk`1, p̂k`1 „ QpXk,dyqδ´pk
pdpq and

acceptance probability αpx, y, p1, p2q “
πpyq

πpxq
^ 1.

7. S is Π reversible as a step of the Metropolis-Hastings algorithm. To show that R is reversible,
we take h : X2 Ñ R a bounded measurable function and we notice that
ż
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8. Π is invariant by RQ since it is invariant by both R and S. However, it is not reversible.

PΠpX0 ą 0, p0 “ 1, X1 ă 0, p1 “ 1q “ 0 ‰ PΠpX0 ă 0, p0 “ 1, X0 ą 0, p1 “ 1q

9. We have

P px, 1, A, t1uq “ PpXk`1 P A, pk`1 “ 1|Xk “ x, pk “ 1q

“ Ppx ` |Zk`1| P A, pk`1 “ 1|Xk “ x, pk “ 1q .

This probability is non-zero as soon as the Lebesgue measure of A X rx,`8q is non-zero.
Similarly, this probability is zero, as soon as the Lebesgue measure of A X rx,`8q is zero.
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10. For any A of positive Lebesgue measure and i P t´1, 1u, the state A ˆ tiu will be attained
with positive probability in at most three steps.

Indeed, assume that pX0, p0q “ px, 1q. Then, either λpAXrx,`8qq ą 0 or λpAXq´8, xsq ą 0.

In the first case, we have PpX1 P A, p1 “ 1|pX0, p0q “ px, 1qq ą 0 (we do not flip p0) and
PpX2 P A, p2 “ ´1|pX0, p0q “ px, 1qq ą 0 (we flip p1). Thus, the state A ˆ tiu is attained in
at most 2 steps.

In the case where λpAXq ´ 8, xsq ą 0, we have

PpX1 “ x, p1 “ ´1|pX0, p0q “ px, 1qq ą 0 and thus PpX2 P A, p2 “ ´1|pX0, p0q “ px, 1qq ą 0
and PpX3 P A, p3 “ 1|pX0, p0q “ px, 1qq ą 0. Thus, the state A ˆ tiu is attained in at most 3
steps.

The case, where the initial state is px,´1q is done analogously.

As a conclusion, denoting λ the Lebesgue measure on R and defining νpA ˆ tiuq “ λpAq, we
find that P is ν-irreducible. This implies that Π is the unique invariant measure of P .

Therefore, for any pXk, pkq produced by the algorithm, and any h : R Ñ R, a bounded
measurable function,
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hpXkq ÝÑ n Ñ `8EX,p„ΠErhpXqs “ EX„πErhpXqs ,

where the last equality comes from the fact that if pX, pq „ Π, then X „ π.
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