MCMC Exam. Answers

23 October

1. Let h: R — R be a bounded, measurable function and A € B(R).
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Therefore, Q(z,dy) = 2ﬂy>$ﬁe 22 dy.
2. We always have that X; > X. Thus, the condition is by < a;.

3. No, it is not. Because for I, I as in the previous answer we will always have P, (Xg € I, X; €
Il) > 0 and PV(XQ € Il7X1 € 12) =0.

k
4. By law of large numbers &+ = M — E[|m|]. Therefore, X} — +00.

5. P(x,p1,y,p2) = a(w,9)Q(x,dy)dy, (p2) + (1 — a(x))3,(dy)d_p, (p2), where a(z,y) = T4 A 1
and a(z) = SyeR a(z,y)Q(x,dy) and @ the kernel from question 1.

6. S is the kernel of Metropolis-Hastings with proposal Yii1,pr+1 ~ Q(Xk, dy)d—p, (dp) and

m(y)
7 (x)

acceptance probability a(z,y,p1,p2) = Al

7. S is I reversible as a step of the Metropolis-Hastings algorithm. To show that R is reversible,
we take h : X2 - R a bounded measurable function and we notice that

Jh($7 ll? Y, ZQ)H(d‘r dll)R(fE, l17 dy7 dl?) = Jh(xv ll? z, _ll)ﬂ-(d‘r)6*1,1(dll) = Jh(w7 llv Y, ZQ)H(dy dl?)R(ya 127 dxu dll)

8. II is invariant by R(Q since it is invariant by both R and S. However, it is not reversible.
Pn(Xo>0,p0=1,X1 <0,p1 =1) =0+ Pn(Xo <0,pp =1,X9>0,p; =1)
9. We have
P(z,1,A,{1}) = P(Xi41 € A, pp+1 = 1| X = z,px = 1)
=P(x +|Zks1]l € Aypesr = 1| Xk =, pr = 1).
This probability is non-zero as soon as the Lebesgue measure of A N [z, 4+00) is non-zero.

Similarly, this probability is zero, as soon as the Lebesgue measure of A n [z, +0) is zero.



10. For any A of positive Lebesgue measure and i € {—1,1}, the state A x {i} will be attained
with positive probability in at most three steps.

Indeed, assume that (Xg, pg) = (x,1). Then, either A(An [z, +00)) > 0 or A(An)—o0,z]) > 0.

In the first case, we have P(X; € A,p1 = 1|{(Xo,p0) = (x,1)) > 0 (we do not flip py) and
P(X5 € A, ps = —1|(Xo,p0) = (z,1)) > 0 (we flip p1). Thus, the state A x {i} is attained in
at most 2 steps.

In the case where A(An) — o0, x]) > 0, we have

P(X; = z,p1 = —1|(Xo,p0) = (x,1)) > 0 and thus P(X3 € A,ps = —1|(Xo,p0) = (z,1)) > 0
and P(X3 € A,ps = 1|(Xo,p0) = (x,1)) > 0. Thus, the state A x {i} is attained in at most 3
steps.

The case, where the initial state is (z, —1) is done analogously.

As a conclusion, denoting A the Lebesgue measure on R and defining v(A4 x {i}) = A(4), we
find that P is v-irreducible. This implies that II is the unique invariant measure of P.

Therefore, for any (Xg,pr) produced by the algorithm, and any h : R —» R, a bounded
measurable function,

% an h(Xk) - n— +OOEX’p~HE[h(X)] = ]EXNWE[h(X)] ,
i=1

where the last equality comes from the fact that if (X, p) ~ II, then X ~ 7.
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