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2 Brownian motion

If not specified, (By);>¢ is a standard Brownian motion.

Exercise 2.1. Let {(B})i>0 : n € N} be a sequence of independent Brownian motions. Show
that the process (W;);>o defined as
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is a Brownian motion. Note here we use the convention that ) ./ = 0.

Exercise 2.2. Let T = inf{t > 0 : By = 1} with the convention inf @ = +o0o, where (B;):>0 is a
standard Brownian motion. Show that P(T < co) > 1/2.

Exercise 2.3. What is the distribution of G = fol B, dt.

Exercise 2.4. Let G = f02 B, dt. Compute the conditional expectation E[By | G].
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is well defined almost surely for a well-chosen standard Brownian motion (Bs)s>0.

Exercise 2.5. Show that the integral

Exercise 2.6. Let 8, = B; — fot % ds. Show that (0:)¢>0 is a Brownian motion.
Exercise 2.7. Show that [~ |Bs|ds = 400 almost surely.
Exercise 2.8. For each t € [0, 1], define
Fi = o(Bs, s €10,t]), Gy = FVo(By).
(1) Let 0 < s <t <1. Show that

E[B, — B, | Gs] = i:Z(Bl—BS).

Hint: Show that E[B; — Bs | Gs] = E[B; — Bs | B1 — Bs] by Proposition 1.1 and conclude by
Proposition 1.9.

(2) Consider the process {#; : t € [0, 1]} defined by

* B; — B,
5t:Bt*/71 ds, tel0,1].
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Show that for 0 < s <t <1,

E[B: | Gs] = Bs almost surely .



