Chapter 4
Exercices Week 3

4.1 Dirichlet and Poisson problems

Definition 4.1 (Dirichlet Problem) Let P be a Markov kernel on X x X', A € Z and g € F(X). A
nonnegative function u € F (X) is a solution to the Dirichlet problem if

_Jelx), xeA,
u(x)_{Pu(x), X €A, S

For A € 2, we define a submarkovian kernel P4 for x € X and B € 2 by
PA(X’B) = Ex[]]‘{TA<°°}]]‘B(XTA)] = ]P)X(TA < °°7X‘L'A € B) ) (42)

which is the probability that the chain starting from x eventually hits the set AN B.
4.1. Forany A € 2 and g € F_ (X), the function P4 g is a solution to the Dirichlet problem (#.I))

Definition 4.2 (Poisson problem) Let P be a Markov kernel on X x 2, A € X and f : A° - Ry be a
measurable function. A nonnegative function u € F__(X) is a solution to the Poisson problem if

0, XEA,

u(x) = { 4.3)

Pu(x)+ f(x), x€A°.

ForA € 2 and h € F (X) define

Ty—1

Y h(Xy) : (4.4)
k=0

Gah(x) = L4e (x)E,

Ty—1
=FEy l Z h(Xk)
k=0

where we have used the convention Zk;lo - = 0. Note that G4/ is nonnegative but we do not assume that
it is finite.
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4.2. Let Pbe a Markov kernel on X x 27, A € 2" and f:A° — R be a measurable function. The function
G4 f is a solution to the Poisson problem (4.3).

4.3. Let P be a Markov kernel on X x 2" and A € 2. Let f € F (A, Z4) and g € F 1 (A°, Zxc).

1. Show that the function P4g + G4 f is a solution to the Poisson-Dirichlet problem

e, X€EA,
ulx) = {Pu(x) +f(x), xeA°. >

2. Show that if v € F, (X) satisfies

g(x), XEA,
Vi) = {Pv(x) +f(x), xe€AS, &9

thenv > Pyg+Gaf.
4.4. Show that the function x — Py (74 < o) is the smallest positive solution to the system
1 ifxeA,
v(x) > 1 *
Pv(x) ifx¢A.
4.5. Show that the function x — E,[74] is the smallest positive solution to the system
0 ifxeA,
v(x) > 1 *
Pv(x)+1 ifx¢A.

4.6. Let P be a Markov kernel on X x 2. Assume that P admits an atom ¢ and an invariant probability
measure 7.

1. If #(ex) > 0, show that ¢ is recurrent.
2. If o is accessible, show that (o) > 0 and « (and hence P) are recurrent.
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Solutions to exercises

4.1 If x € A, then by definition, P4g(x) = g(x). For x € X, the identity 64 = 1+ 74 0 8; and the Markov
property yield
PPAg(x) = Ex[Pag(X1)] = Ex[{1{z, <0} (X, ) } © 61]
= Ex[1{1,00, <0} 8 (X1 4 7400, )] = Ex[1{5, <0} 8( X, )] -
For x ¢ A, then 64 = 74 P, —a.s. and we obtain

PPg(x) = Ex[]l{rA<oo}g(XrA)] = Pag(x) .

4.2 Set u(x) = Gaf(x) =E,[S] where S =1 ,.(Xo) ZZA:Bl (Xx)- By convention u(x) = 0 for x € A. Apply-
ing the Markov property and the relation o4 = 1+ 74 o 61, we obtain

Pu(x) = E¢[u(X1)] = Ex[Ex, [S]] = Ex[Ex[S0 6 | Fi]] 4.7
7400, op—1
:Ex[soel} =E, ]lA"(Xl) Z f(Xk) =K, Z f(Xk) s
k=1 k=1

where the last equality follows from 14 (X) Zgi?l f(X)=0.Forx¢ A, oy =14 Py —a.s. and thus

Tp—1

Lye(Xo) Y f(Xe)
k=0

op—1

Y r(x)
=1

fx) + Pu(x) = f(x) + Ex =[x = u(x) .

4.3 1. (@3) follows by combining Exercise [f.1| with Exercise [4.2]
2. Assume now that (.6)) holds. Eq. [6) implies

Pv+ fl,c+gl, <v+1,Pv.
Applying Theorem 4.3.1 (in the book) with V,, =v, Z,, = f1,.+g1,, g = 1,Pv and T = 74, we obtain

for all x € A€,

Tp—1

Pag(x) + Gaf(x) = Ex [Ligycor8(Xg )| +Ex | Y f(Xk)
=0

< Ey [z, <e0)v(Xgy)]
Ty—1

Y )L (Xa) + 14 (Xe)g(Xi) }
k=0

+E,

‘L'Afl

Y La(X)Pv(X:)
k=0

<v(x) +Ey =v(x).

On the other hand, v(x) > g(x) = Pag(x) + Gaf(x) for x € A by construction.
4.4 Apply Exercise[.3|with g = 14 and f = 0.
4.5 We apply Exercise[d.3|with g = 0 and f = 4. In that case, the solution is given by
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Ty—1
IlAc (X)EX Z ]lAr(Xk) = ]lAc (x)]Ex[TA] = EX[TA] .
k=0
4.1 (i) Since 7 is invariant, we have
nU(a) =Y 7P (o)=Y n(a). (4.8)
n=0 n=0

Therefore, if (o) > 0 the atomic version of the maximum principle yields

w=aU(@) = [ 2V (@) < Ula,a) [ 7(dy) = Ula,a).
X X
(i) Since o is an accessible atom, K, (x, o) > 0 for all x € X and € € (0, 1). Therefore, we get that

(o) = Ky (@) = /X:r(dx)Ka‘g (x,a)>0.

Therefore « is recurrent by [T and therefore P is recurrent.
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